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Abstract— Industrial robots are playing increasingly impor-
tant roles in factories. Many production applications require
both position and force control; however, tuning the position-
force controller is nontrivial. To simplify this process, the
learning from demonstration (LfD) is proposed to transfer
the human skills directly into robot applications. However,
the current teaching methods, such as direct demonstration,
lead through teaching, and teleoperation, all have their own
drawbacks. Hence, Remote Lead Through Teaching (RLTT) is
proposed to robot learn some tasks from human knowledge
and skill. To implement the human skill model, the demon-
stration data is firstly synchronized by dynamic time warping
(DTW), then decomposed into several actions by a support
vector machine (SVM) based classifier. Lastly, the learning
controller is trained by the Gaussian mixture regression (GMR).
The experimental validation is realized on FANUC LR Mate
200iD/7L in a H7/h7 peg-hole insertion task and a surface
grinding task.

I. INTRODUCTION
Many industrial tasks performed by robots require

position-force control. For example, the assembly and the
surface polishing are realized by controlling not only the
position of the end-effector but also the applied force to
the workpiece. The position-force control can be catego-
rized into two methods [1], the impedance control and the
hybrid position/force control. The impedance control first
proposed by Hogan [2] establishes a relationship between the
velocity/position of the robot and the interaction force with
the environment. The hybrid position/force control proposed
by Raibert and Craig [3] separates the position and force
control into two independent channels. Hence, the desired
position or force for each can be individually specified.
These controllers can achieve a good performance when the
desired task and the environment are well-defined. However,
tuning a set of control parameters is nontrivial. Also, even
when the task changes slightly, tuning has to be repeated.
Compared to the robot, human can learn from and adapt

to various tasks with shorter time and fewer trials. Based
on this observation, many researchers have investigated how
to transfer the human knowledge and skill to the robot.
To simplify the robot programming, the idea of Learning
from Demonstration (LfD) is introduced by Schaal [4]. The
main principle of robot LfD is that the users can teach the
robots through demonstration instead of programming. Then,
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Fig. 1. The common tool frame of the human demonstration device is
defined for both the human and robot workspace.

a question comes up: what is the interface for demonstration?
The first intuitive answer is direct demonstration by human.
Namely, operators use their own bodies to demonstrate the
task, and the motion capture suits or markers record the
demonstration. Calinon et al. [5] and Schaal [6] illustrate
robot imitation learning from demonstration. This approach
may be well suited to the humanoid or anthropomorphic
robots. However, the different configurations between human
and industrial robot make the mapping difficult. Furthermore,
the wearable sensors usually only record the human motions,
but many industrial applications require the force information
as well.

The lead through teaching [7], [8] is another common
technique in LfD. The operator directly grasps the link or
the handle mounted on the robot. The robot force controller
allows the operator manually move the robot arm to pass
though a desired path or a sequence of successive points so
as to define the task. The lead through teaching provides
a convenient and intuitive path planning approach, but it
requires physical contact between the operator and the robot,
which poses a potential danger to the operator. Also, the
force measurement is the external force applied by human,
the lead through teaching can not be used to teach the
interactive force between the robot and the environment.

Teleoperation [9], [10] or virtual robot teaching [11]
separates the workspace of human and robot. The operator
manipulates the robot in a virtual reality environment by ma-
neuvering a haptic interface. A sequence of robot commands
are generated by recording the human motion/force on the
haptic device. The remote operation ensures the operator’s
safety, but insufficient tactile feedback limits the applications.
For instance, the teleoperation method may not be applicable
to the complicated industrial tasks such as surface polishing.

In this paper, a novel approach called remote lead through
teaching (RLTT) is proposed to simplify the robot pro-
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Fig. 2. The framework of remote lead through teaching, where it is decomposed into two phase, human demonstration and robot reproduction. In order
to transfer human knowledge/skill to the robot, a skill learning process is established between the two phases.

gramming process. Under the framework of RLTT, human
and robot share the common reference. Hence, the human
demonstration data can be directly utilized by the robot.
RLTT preserves the properties of the lead through teaching
method. It also provides to the users a natural and safe
demonstration approach.

This paper is organized as follows. The basic concepts
and the framework of RLTT are outlined in Section II. The
demonstration data processing and learning are introduced
in Section III. Section IV presents two applications of
RLTT teaching method. Finally, the conclusion is given in
Section V.

II. REMOTE LEAD THROUGH TEACHING

The basic idea of RLTT is illustrated in Fig. 1. A human
demonstration device (HDD) is designed as a common tool
for both human and robot. The tool frame in human demon-
stration phase is aligned to that in robot reproduction phase.
HDD is a senor fusion system to record all the task required
information during human demonstration. While the human
is performing the task, the HDD records the demonstrator’s
motion and force. When the robot is assigned to reproduce
the task, the HDD is mounted on the robot end-effector,
and sends the measurement as feedback signal to the robot
controller.

The framework of RLTT is shown in Fig. 2. As previously
discussed, RLTT is decomposed into two phase, human
demonstration and robot reproduction. In order to transfer
human knowledge/skill to the robot, a skill learning process
is established between the two phases.

A. Human Demonstration Phase

In human demonstration phase, the demonstrator uses
HDD to naturally perform the task. At the same time, HDD
records the information in the tool frame. As mentioned
previously, HDD is a combination of different sensor devices,
which may include the measurement of position, velocity,
and force, etc. The design of HDD can be modified by the

application specific requirement. The detail of the design of
HDD and its data acquisition are discussed in [12]. There
are several benefits of HDD in the human demonstration
phase. Firstly, the human and robot workspaces are separated.
Hence, the user’s safety is guaranteed. Secondly, the HDD
can be regarded as an add-on of the tool. It does not make
significant changes of the user operating the task. Thus, the
natural demonstration behavior can be preserved by RLTT.

B. Skill Learning Process

The purpose of skill learning process is to build the skill
model from the demonstration data. The skill model is a
policy or a reference generator for the robot system. When
the robot is given a feedback signal from the HDD, the
skill model generates a corresponding command to the robot
control loops, where the policy is learned from the human
demonstration data.

Before training the model from the demonstration data,
some processes are required for improving the learning qual-
ity. For instance, the demonstrator has different motion speed
in each demonstration. Although the demonstration behaviors
are similar, the trajectories might look very different due
to the mismatched timing. Besides, robot and human have
their own expertise. It is not necessary to learn every single
action from human demonstration. For example, the robot
moves more precisely and faster than human, while human
is more intelligent in assembly. Then, the robot does not
need to imitate how human approaches the workpiece, but
to learn how human assembles the parts together. Hence, the
data processing involves two steps. The demonstration data
is firstly synchronized, then decomposed into several action
segments. The data in the target segments are further utilized
for skill model learning.

Since it is difficult to directly derive the human skill
model, the data must be first analyzed to describe the human
behavior. The statistical learning and machine learning are
the methods to identify the model by the training data.
If the structure of model is known, the model parameter
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Fig. 3. The illustration of data synchronization and data decomposition
(a)Different trajectories synchronized by dynamic time warping (b) The
synchronized data decomposed by the split points

identification technique is applicable to estimate the model
parameters. The detail of the skill learning process is dis-
cussed in Section III.

C. Robot Reproduction Phase

In the robot reproduction phase, the HDD is mounted on
the robot end-effector. In addition, the skill model established
from the previous process is embedded into the robot control
system. Because the HDD frame in the robot reproduction
phase is aligned to that in the human demonstration phase,
the sensory information in these two phases are shared in the
same reference. Hence, the mechanism of skill model finds
the closest human demonstrated policy to the current HDD
measurements.

III. SKILL LEARNING FROM DEMONSTRATION

This section introduces how to process and learn from
the demonstration data, so as to build the human skill
model. The three steps are 1) Data Synchronization, 2) Data
Decomposition, and 3) Data Regression.

A. Data Synchronization

Berndt at el [13] proposed the dynamic time warping
(DTW) method to deal with the speech recognition prob-
lem. The technique of DTW uses a dynamic programming
approach to align the time series and a specific pattern
so that the distance is minimized. Because each human
demonstration is a time series with a specific pattern, DTW
is applicable to synchronize multiple demonstrations.

Suppose there are three demonstration trajectories with
different speed (see Fig. 3(a)). Tr is the trajectory with
reference speed, while Tf and Ts are the fast and slow
trajectories, respectively. In practice, the reference trajectory
is determine by the user.

As shown in Fig. 3(a), the node i is the value of the
trajectory at time step i. wk(i, j) is the warping distance
between two trajectories. The goal of DTW algorithm is
to find the optimal sequence of wk(i, j) such that the total
warping distance is minimized.

min
ik,jk

K∑
k=1

‖wk(ik, jk)‖ (1)

s.t i1 = 1, j1 = 1, (2)
iK = m, jK = n, (3)
ik−1 ≤ ik, jk−1 ≤ jk (4)
ik − ik−1 ≤ 1, jk − jk−1 ≤ 1 (5)
|ik − jk| ≤ r (6)

The constraints are designed to reduce the space of possible
warping paths and to make the warping time index more
reasonable. (2) and (3) are the initial and final condition
of the time series, respectively. (4) implies that all the grid
points are monotonically ordered with respect to time. The
continuity of the time series is restricted by (5). The last
constraint is to define the size of the warping window, r ∈
Z+, which makes indices searching more efficient.

As shown in Fig. 3(b), T ′f and T ′s are the trajectories
aligned with the reference trajectory. With the synchronized
trajectories, the pattern of the demonstration is more distinct
to users. The data decomposition is thus applicable to the
multiple demonstrations.

B. Data Decomposition

The data decomposition is to find the time steps that the
demonstrator changes the action behavior. e.g. the purple
points in Fig. 3(b). Since each action has its own pattern
in motion/force trajectory, searching the action sequence
can be formulated as a action classification problem. The
support vector machine is a mature algorithm in classification
problems [14], [15]. This paper introduce a SVM-based
action classifier to decompose the demonstration data. A
demonstration trajectory is given by

T =

[
p1 · · · pt · · · pn
f1 · · · ft · · · fn

]
∈ Rd×n (7)

where pt, and ft are the position and the force measurement
at t, d is the total dimension of the measurements, and n is
the total time steps of the demonstration. The feature vector
is written as

Φ = vec(T ) (8)

=



p1

f1

...
pt
ft
...
pn
fn


∈ Rnd (9)
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Since the actions are the segments of the demonstration, each
action can be represented similarly in the vector form.

To illustrate the action classification by SVM, a simple
example is given. Suppose there are two sets of actions. The
mechanism of SVM is to construct an optimal hyperplane
in the middle of the two classes, so that the margin to
the nearest positive or negative example is maximized. The
decision function of the action classification is

f(Φ) = θ>Φ + b (10)

where θ ∈ Rnd is the weighting parameter vector, and b ∈ R
is the bias or offset scalar.

Although the actions are assumed to have different pat-
terns, there are some cases that the different actions have
a similar pattern, which makes it difficult to determine the
decision boundary. Regarding the robustness issue, the soft
margin SVM algorithm [16] is proposed by adding the slack
variables ξi ≥ 0. Hence, the training example Φi can satisfy
the constraint even if it is on the wrong side of the decision
boundary. The soft-margin SVM is given by

min
θ,b,ξ

‖θ‖+ C

N∑
i=1

ξi (11)

s.t. yi(θ
>Φi + b) ≥ 1− ξi, ∀i = 1, · · · , N (12)

ξi ≥ 0 (13)

where C ≥ 0 is a penalized constant, and y ∈ {−1, 1}
is defined as the class label. The SVM classifier can be
extended to multi-classes classification without losing the
generality.

Hence, a SVM-based classifier can decompose the demon-
stration into several actions by classifying the motion/force
trajectory based on trained class sets.

The demonstration is assumed to be a specific sequence,
and the total number of actions is known. e.g. in a peg-hole
insertion task, the demonstrator first approaches the hole,
then rotates the peg to align with the hole, lastly inserts the
peg into the hole. The total number of actions in the insertion
task is three. The basic idea of the data decomposition is to
find the split points, Ps, in the demonstration, where the split
points are the timings that the demonstrator changes his/her
action or move on to the next step in the task. To search the
split points along the trajectory, the sliding window method
is realized, which is a common technique in computer vision
for finding the target objects in a picture[17].

The whole algorithm is presented in Algorithm 1. First,
the Ps ∈ Rk is initialized as zeros, where k is the total
number of actions in the task. In each iteration, a segment
is firstly cropped by the sliding window, where the width of
the window is designed by users. The time steps of cropped
segments are aligned with the trained actions by DTW. Then,
a classified label is assigned by SVM. The matched segments
are labeled with a map score. By calculating the score map,
the locations of split points are determined. Keep the iteration
until the whole split points are found. With the set of split
points, the demonstration can be decomposed into several
actions, A(p, f).

Algorithm 1 Demonstration Decomposition
Input the demonstration trajectory
Initialize: Ps = 0, Iter = 1
if Iter < k then

Crop the segment by the sliding window
Align the segment dimension by DTW
Classify by SVM
if classified label = sequence(Iter) then

Map Score = 1
else Map Score = 0
end if
Calculate the center of the local score map for the

separate point Ps
Update: Iter ← Iter +1, Ps ← Ps

else return the decomposition with Ps
end if

C. Data Regression

To mathematically quantify the human skill is not a trivial
work. There is no convincing deterministic model to describe
the human decision during a single task [18]. Thus, the
statistical learning model is utilized to represent the human
skill. Suppose the human skill model is a black box, then
the human perception Ψ and policy Π are the model input
and output, respectively.

Although the relationship between Ψ and Π are ambigu-
ous, the pair of (Ψ,Π) of the human skill is obtained
by observing the target action A(p, f). For instance, when
demonstrator performs the insertion task, he/she usually
senses the contact force first, then adjusts the motion. In
surface grinding case, the demonstrator would think a desired
shape first, then apply force on the workpiece.

In this paper, the skill model is estimated by a mixture
of Gaussian models [19]. The joint probability of a human
perception/policy is estimated by N Gaussian components

Pr(Ψ,Π) =

N∑
i=1

αiN (µi,Σi) (14)

where µi and Σi are the mean and covariance matrix, and
αi is the weighting factor of the i-th Gaussian component.

The purpose of skill model is to generate a pol-
icy/reference when given a perception. The conditional prob-
ability is given by

Pr (Π|Ψ) = N (µΠ|Ψ,ΣΠ|Ψ) (15)

and is also a Gaussian due to the properties of Gaussian [19].
The GMR algorithm [20] determines the optimal policy Π∗

by maximizing the likelihood of Pr(Π|Ψ)

Π∗ = arg max
Ψ

Pr(Π|Ψ) (16)

=

N∑
i=1

αiN (µiΠ|Ψ,Σ
i
Π|Ψ)∑N

j=1 α
jN (µjΠ|Ψ,Σ

j
Π|Ψ)

µiΠ|Ψ (17)
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(a) (b) (c) (d)

Fig. 4. Remote lead through teaching in two industrial applications. (a) The human demonstrator performs the peg-hole insertion task. (b) The robot
reproduces the peg-hole insertion experiment. (c) The human demonstrator performs the grinding task. (d) The robot reproduces the grinding experiment.

Fig. 5. Skill model in the position-motion hybrid control scheme

where αi is the weighting factor of the i-th Gaussian
component. To implement the GMR, the Gaussian param-
eters (µiΠ|Ψ,Σ

i
Π|Ψ, α

i) are estimated by EM algorithm from
the demonstration data [21]. Because the EM algorithm is
usually sensitive to initialization, K-means clustering [22] is
applied to the dataset for a good initial condition.

The skill model trained by (17) is embedded into the
position-force hybrid control scheme, which is shown as a
shaded block in Fig. 5. The skill model uses the current
measurements to represent Ψ, and then generates a policy Π
as a robot reference. In this way, the human skill model could
be transferred for robot applications. Note that the choice of
perception will vary by tasks. For example, in the peg-hole
insertion application, the force measurement is used as a
feedback to generate the corrective velocity for insertion. In
the surface grinding application, the current pose is used to
generate the desired force.

IV. EXPERIMENT

In order to validate the proposed RLTT framework, it is
applied on two classical position-force industrial tasks. The
first application scenario is the assembly task, which is repre-
sented by peg-hole insertion. The second one is the grinding
scenario, which is represented by a simplified testbed. In
this section, the experimental setup is firstly introduced.
Secondly, the data synchronization and decomposition are
illustrated in peg-hole insertion demonstration. Lastly, the
policy learning by GMR and the robot execution in the two
scenarios are provided.

A. Hardware

Fig. 4 shows the experimental setup for the remote lead
through teaching. Fig. 4(a) and 4(b) are the photos of the peg-
hole insertion in human demonstration and robot reproduc-
tion phases, respectively. Fig. 4(c) and 4(d) show both phases
in the surface grinding. The prototype of the HDD device is
shown in Fig. 4(a). The ATI mini 45 F/T transducer [24]
is fixed in the center of the HDD. The PhaseSpace Impulse
X2 [25] LED markers are placed on the top and body of the
HDD. In the human demonstration phase, the demonstrator’s
motion is captured by tracker cameras. The robot in Fig. 4(b)
and 4(d) is FANUC LR Mate 200iD/7L [23], where the force
sensor is installed on the end-effector. However, markers are
not necessary to place on the robot body because the motion
of the end-effector can be obtained by calculating the forward
kinematics of the current robot joint position.

B. Data Processing

To illustrate the data processing, sixty demonstrations of
peg-hole insertion are recorded. The original and synchro-
nized demonstration motion/force trajectories of peg-hole
insertion are shown in Fig. 6(a) and 6(b), respectively. In
order to have a better illustration, there are only five demon-
strations plotted in the figures. The original insertion timings
are inconsistent due to the different demonstrator’s motion
speed. The data decomposition is realized by the SVM-
based action classifier with the SVM toolbox package [26].
The training data is acquired by manually decomposing
and labeling in the 20 demonstrations, and the rest of
demonstrations are automatically decomposed by the SVM-
based action classifier. The result is shown in Fig. 6(c), where
the three actions decomposed from the peg-hole insertion
demonstration are approaching, rotation, and insertion. In
this paper, the insertion part is used to train the human skill
model.

C. Assembly Scenario

The assembly scenario is designed as an industrial stan-
dard H7/h7 peg-hole insertion task. The material and the
dimension of the workpieces are listed in Table I, where
the tolerance is below 0.030 mm. The action segments of
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(a)
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Fig. 6. The demonstration data processing. (a) The original demonstration
data. (b) The synchronized demonstration data. (c) The demonstration
decomposed into three actions: approaching, rotation, insertion.

the insertion from the data processing are used to train the
skill model. The sensed wrench is regarded as the input
of the model, and the corrective velocity is regarded as
the output of the model. Since the dimensions of wrench
is six, it is difficult to visualize the model. An insertion
action segment is used as a query data, and the comparison
of the skill model output and the original demonstration is
shown in Fig. 7. The red-dash line is the corrective velocity
from human demonstration, while the blue solid line is the
velocity reference generated by the skill model. The robot
has completed 50 trials in the experiment. The statistical
result for the robot reproduction is shown in Table II. The
robot achieves the 96% successful rate in the H7/h7 peg-hole
testbed. The two failure cases is caused by the fact that the
peg is tilted due to the frequent insertion.

Fig. 7. The GMR model for the assembly scenario

TABLE I
THE SPECIFICATION OF PEG-HOLE INSERTION TESTBED

Material mm (SI) inch (UI) Tolerance
Hole T6101 φ25.400+0.003

−0.000 φ1.000+0.0001
−0.0000 H7

Peg T6101 φ25.400+0.000
−0.030 φ1.000+0.0012

−0.0000 h7

D. Grinding Scenario

In the grinding scenario, the demonstrator performs the
grinding task as shown in Fig 4(c). For the safety consid-
eration and the process simplification, an aluminum plate
represents a grinder in this experiment. Also, the demon-
strator only presses large forces at two specific regions of
the workpiece, and moves on the surface with small force.
The skill model is trained by the demonstration, where the
demonstrator’s pose is the input and the pressing force is the
output of the model. The skill model of the demonstrator’s
force distribution on the workpiece is shown in Fig. 8(a).
The orange dash line in Fig. 8(b) is the force reference that
sliced in the diagonal direction from Fig. 8(a), and the blue
solid line is the force that the robot applies on the workpiece
along the path. The result indicates that the robot learns the
human’s intension in applying the different forces along the
trajectory.

V. CONCLUSION

In this paper, a novel framework of the remote lead
through teaching (RLTT) was introduced to simplify the
robot programming problem. The idea of RLTT is to design a
common reference between human demonstration and robot
reproduction. Hence, the demonstration data from human can
be directly utilized in the robot reproduction.

This paper also introduced the skill learning process by
three steps. First, the dynamic time warping (DTW) syn-
chronizes the demonstration data in the same time horizon.
Second, a support vector machine (SVM) based action
classifier is designed to decompose the demonstration data
into several action segments. Lastly, the Gaussian mixture
regression (GMR) is used to train the human skill model.

Two experimental verifications in the classical industrial
application scenarios were given. In the assembly scenario,
the robot has achieved 96% successful rate in H7/h7 peg-hole
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TABLE II
THE ROBOT EXECUTION RESULT IN PEG-HOLE INSERTION

Total trials Success Fail Success Rate(%)
50 48 2 96.00%

(a)

(b)

Fig. 8. The skill model for the grinding scenario. (a) The grinding force
reference distribution over the workpiece trained by GMR. (b) The force
reference of the skill model and the actual robot force along the desired
path.

insertion, where the tolerance was below 0.030 mm. In the
grinding scenario, the robot successfully imitated the human
behavior to press large forces in the desired spots.
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